Genres and Registers
The Computation of Linguistic Features

Register and Style

The book provides a fresh insight into the study of genres and registers. It was first published in 1982 and has been widely used as a textbook in courses on register analysis. Each chapter ends with three types of activities: reflection and review activities, analysis activities, and larger project ideas.

Text Genres and Registers: The Computation of Linguistic Features

This volume breaks new ground in translation theory and practice. The central question is: In what ways are translations affected by text types? The two main areas of investigation are:

- meaning and the social construction of culture
- the role of language in social interaction

The volume closes with evaluations of contrastive rhetoric, applied corpus linguistics, and critical approaches to EAP. Research Genres provides a rich and scholarly account of this key area.

corpora and the history of English

The papers in this collection represent the latest developments in corpus-based translation studies, corpus-based contrastive studies, parallel corpus development and bilingual lexicography. They are useful to psychologists, sociolinguists with a variationist background, applied linguists, pragmaticians and discourse analysts.

Contrastive and Translation Studies: Methods and Findings

This book is a description of some of the most recent advances in text classification as part of a concerted effort to achieve computer-based text classification and retrieval of documents and text collections. Each chapter includes an introduction, a tutorial section, and exercises to test understanding. The book is designed for undergraduate and graduate students in computer science, linguistics, and related fields.

Text Classification: Addressing the Challenges of Multilingual and Multimedia Data

This book provides an introduction to the research field of text classification. It covers a wide range of topics, including supervised, unsupervised, and semi-supervised learning techniques, and discusses the evaluation and comparison of different classification methods.

The book is divided into four parts. The first part covers the foundations of text classification, including the representation of text and the basics of classification theory. The second part focuses on supervised learning methods, and discusses techniques such as Naive Bayes, support vector machines, and decision trees. The third part covers unsupervised learning methods, including clustering and topic modeling. The fourth part provides practical guidance and resources for researchers and practitioners.

Text classification is a critical component of many applications, such as information retrieval, text mining, and natural language processing. The book is a valuable resource for researchers and practitioners in these fields, as well as for students and educators who are interested in learning more about text classification.
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